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Association and dependence

Copulas are a fairly complex way to describe dependence. Thus, it may
be convenient to simplify to a numerical summary of dependence.

Association: The extent up to which large (small) values of X go
together with large (small) values of Y (e.g., Concordance).

Dependence: The extent up to which the outcome of Y is
predictable from the outcome of X .
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Association and dependence

Left: perfectly dependent, but not associated. Right: perfectly dependent and asso-
ciated.
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From mathematical soundness ...

(Rényi, 1959)

Long history that continues until now:
Distance correlation (Székely et al., 2007)
MIC (Reshef et al., 2011)
Chatterjee’s measure (Chatterjee, 2020; Shi, Drton and Han, 2022)
…to name only a few!
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... to statistical convenience

(Han, 2021)

🙋🏽‍♂️ Any favourite measure given the above list of properties?
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About axioms for variable clustering
(A8) (Independent Component Addition) For Xd+1 independent of

(X1, . . . ,Xd)
>

κd(Cd) > κd+1(Cd+1) > 0 or κd(Cd) < κd+1(Cd+1) < 0
or κd(Cd) = κd+1(Cd+1) = 0.

For variable clustering, consider also
(P1) (Comonotone Component Addition) For Xd+1 comonotone with at

least one element of (X1, . . . ,Xd)
>

κd(Cd) ≤ κd+1(Cd+1).

Gijbels et al. (2021): Duplication of one component (or more generally
adding a conical combination of all components) cannot decrease the
association measure.
😟 Spearman’s ρ and Gini’s gamma fail to satisfy (P1) (see Gijbels et al., 2021;
Fuchs et al., 2021).
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About axioms for variable clustering

(P2) If one variable Xd+1 is added to (X1, . . . ,Xd)
>, then

ψ1(κd(Cd), ·) ≤ κd+1(Cd+1) ≤ ψ2(κd(Cd), ·)

for suitable mappings ψ1, ψ2.
Gijbels et al. (2021): What is the effect of adding d2−d (with d2 > d)
arbitrary components?

For variable (hierarchical) clustering, consider also
(P2’) (Reducibility) If κ2(X1,X2) ≥ max{κ2(X1,Y ), κ2(X2,Y )},

then κ3(X1,X2,Y ) ≤ κ2(X1,X2).

🙋🏽‍♂️ Are there interesting examples of monotone convergence of d 7→
(κd(Cd))d∈N?
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About estimation

Quality of estimator κn depends on that of the empirical copula Ĉn.

🙋🏽‍♂️ Are there improvements when smooth empirical copula
versions (Beta, Bernstein, etc.) are used?

Problem when estimating TDC’s: need to deal with the limits.

🙋🏽‍♂️ Non-, Semi- (EV), Fully parametric? Any suggestion? Does
only the sample size matter?
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Thanks again Irène for your talk

👏🏽 👏🏽 👏🏽
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