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Paired data

Paired data problem: every variable is uniquely associ-

ated with a homologous, or twin, variable.

Figure 1. Example of ROI locations on the brain. Every ROI on the left

hemisphere is associated with an ROI on the right hemisphere, which gives the

pairs (Li, Ri)i=1,...,35. Different colors correspond to distinct brain regions.

Hence, for paired data, YV can be partitioned as

(YL, YR)T , and we consider and assume that L =
{1, . . . , q} and R = {1′, . . . , q′} where i′ = q + i and

q = p/2 so that Yi is homologous to Yi′ with 1 ≤ i ≤ q.

Gaussian graphical models (GGMs)

Let G = (V, E) be an undirected graph with the vertex

set V and the edge set E. Then, YV is said to satisfy

the Gaussian graphical model if YV ∼ N (µ, Σ) and YV

is Markov w.r.t G, that is (i, j) /∈ E implies θij = 0 where
Θ = (θij)i,j∈V = Σ−1.

Colored GGMs for paired data

Let G = (V , E) is a colored version of G where V is a

partition of V into vertex color classes; similarly, E is a

partition of E into edge color classes.

Colored graphs for paired data (PD-CGs)

Example. Consider the PD-CG G = (V , E) with

V = { {1, 1′},︸ ︷︷ ︸
twin−pairing

{2}, {2′}︸ ︷︷ ︸
atomic

}, E = {{(1, 2), (1′, 2′)}︸ ︷︷ ︸
twin−pairing

, {(1, 1′)}, {(2′, 1′)}︸ ︷︷ ︸
atomic

}.

RCON models for paired data (PD-RCONs)

PD-RCON models are Gaussian graphical models with

additional equality constraints on the concentration ma-

trix implied by a PD-CG G = (V , E).

Challenges

Learn the graphical models for paired data:

1. learn the structure of the graph;

2. learn the colorings of the vertices;

3. learn the colorings of the edges both between and across the left

and the right parts of the network.

Difficulties

1. Dimension of the search space, for example:

1
complete graph

on p vertices
� 2(p/2)2

complete graphs

for paired data

2. The exploration of the space:
the structure of the search space forms a lattice but it is not distributive,

the neighbors of a model cannot be efficiently specified.

Structure of models space of PD-CGMs

It is useful to embed search spaces with a partial order.

Naturally, the order is the model inclusion order: a model is

“larger” than any of its submodels.

Consider two PD-CGMs characterized by G = (VG, EG)
and H = (VH, EH). Then, following [2], G �s H if and

only if

• EH ⊇ EG, • VH �f VG, • EH �f EG ∪{{EH \EG}},
where �f is the refinement order and EG, EH are the sets

of uncolored edges of G, H, respectively.

Figure 2. A part of Hasse diagram of the lattice structure of PD-CGs with 4
vertices based on the model inclusion order. The highlighted graphs are the

neighbors of the model on the top. The circled graphs form the so-called

diamond structure.

Therefore, the family of PD-CGMs, under the model in-

clusion order, forms a complete, non-distributive lattice.

Novel partial order for PD-CGs

The twin correspondence τ (·) is a function of i ∈ V that is

i + q if i ∈ L, and i − q if i ∈ R. Moreover, for i, j ∈V,
τ ((i, j)) =

(
τ (i), τ (j)

)
.

We say i, j are twin vertices i, j if τ (i) = j or i = τ (j), and
(i, j), (k, l) are twin edges if τ (i, j) = (k, l) or (i, j) = τ (k, l).

An alternative and equivalent representation of PD-CGs.

Twin order

For two PD-CGs G and H, we say G �τ H if and only if

• EG ⊆ EH, • LG ⊆ LH, • EG ⊆ EH.

Figure 3. A part of Hasse diagram of the lattice structure of PD-CGs with 4
vertices based on the twin order. The highlighted graphs are the neighbors of

the model on the top.

Theorem. The family of PD-CGs under the twin order

forms a complete and distributive lattice.

Proposition. For two PD-CGs G, H, if G �s H then G �τ H.

Backward elimination stepwise procedure with
coherent steps

Numerical experiment

We generate 100 independent samples with different numbers of

variables p varying in {8, 12, 16, 20}. The recorded results are

taken on average over 20 simulated data sets.

Recorded results

Figure 4. Elapsed time from the backward elimination procedures based on the

twin order �τ (illustrated in red) and the model inclusion �s (illustrated in blue) of

two scenarios A (on the left) and B (on the right).

Table 1. Performance measures of the model selection procedure for the lattice

structure equipped by the partial orders �τ and �s.

Concluding remarks:

The model selection procedure on the twin lattice �τ is considerably faster

than the similar approach on �s, as shown in Figure 4 and Table 1.

With p = 36, the procedure with the twin order ≈ 7 hours whereas the
existing procedure is infeasible.

The procedure with the twin order tends to perform better when many

symmetries are present.

Application on fMRI data

Figure 5. Colored graphical representations for 36 brain regions in anterior

temporal and frontal lobes between two hemispheres.
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